
ON INTERSECTIONS OF COMPLETE INTERSECTION IDEALS

MIRCEA CIMPOEAŞ AND DUMITRU I. STAMATE

Abstract. We prove that for certain families of toric complete intersection ideals,
the arbitrary intersections of elements in the same family are again complete
intersections.

Introduction

Let K be any field and S = K[x1, . . . xr] be the polynomial ring in the variables
x1, . . . , xr. An ideal I ⊂ S is called a complete intersection (CI for short) if it is
minimally generated by height I elements. This is a strong condition which is rarely
preserved by taking intersections of such ideals.

In this note we show that for several infinite families of CI toric ideals, arbitrary
intersections in the same family produce again CI ideals.

For an affine semigroup H ⊂ Nd the semigroup ring K[H] is the K-subalgebra

in K[t] := K[t1, . . . , td] generated by the monomials th = th1
1 . . . thd

d for all h =
(h1, . . . , hd) ∈ H.

Consider the list of nonnegative integers a = a1 < a2 < · · · < ar. We denote
I(a) the kernel of the K-algebra map ϕ : S → K[⟨a⟩] letting ϕ(xi) = tai , where ⟨a⟩
denotes the semigroup generated by a1, . . . , ar. If they generate ⟨a⟩ minimally, we
call I(a) the toric ideal of ⟨a⟩.

For any integer k we let a + k = a1 + k, . . . , ar + k. The properties of the
family of ideals {I(a+ k)}k≥0 have been studied in [10], [15], [9] or [14]. Jayanthan
and Srinivasan proved in [10] that for all k ≫ 0, I(a + k) is CI if and only if
I(a+ k + (ar − a1)) is CI. This was a particular case of a conjecture of Herzog and
Srinivasan, proved in full generality by Vu in [15]: for all k ≫ 0, the Betti numbers
of the ideals I(a+ k) and I(a+ k + (ar − a1)) are the same. See also Theorem 2.1
for related matters.

The main result of this note is Theorem 1.13, where we show that for a fixed
sequence a, the intersection of arbitrarily many CI ideals I(a+k) with large enough
shifts k is still a CI ideal.

One observation fruitfully used in [10] and [15] is that the ideal J(a+k) generated
by all homogeneous polynomials in I(a+k) plays an important role in describing the
equations in I(a+k) whenever k ≫ 0. Throughout this note the word homogeneous
refers to the standard grading on S obtained by letting deg xi = 1 for i = 1, . . . , r.
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For a nonzero polynomial f in S, its initial form denoted f ∗ is the (nonzero)
homogeneous component of least degree. For any ideal I ⊂ S we set I∗ = (f ∗ :
f ∈ I, f ̸= 0) which is called the ideal of initial forms of I. It appears naturally as
the defining ideal of the associated graded ring of S/I with respect to the maximal
graded ideal m = (x1, . . . , xr), i.e. S/I

∗ ∼= grm(S/I). One says that the polynomials
f1, . . . , fs are a standard basis for I if I∗ = (f ∗

1 , . . . , f
∗
s ).

We denote by Ī(a+ k) ⊂ S[x0] the homogenization of I(a+ k) with respect to a
new variable x0.

Most of our results deal with the situation when for the given a there are infinitely
many shifts k such that I(a + k) is CI. This always takes place when r ≤ 3, see
[14, Theorem 3.1]. However, if r > 3 it is not always the case, see [10, Example
3.2]. A key observation in Theorem 1.3 is that if the ideal I(a + k) is CI for some
k ≫ 0, then it is minimally generated by a Gröbner basis with respect to revlex. If
I(a + k) is CI for infinitely many k, then J(a) is also CI, and in Theorem 1.13 we
prove using Gröbner basis techniques that an intersection of CI ideals of the form
I(a+k), Ī(a+k), respectively I(a+k)∗ is again a CI, assuming all these k are large
enough.

In Example 2.4 we show that this closure property is not preserved when we
intersect similarly defined Gorenstein ideals.

Infinite intersections of (not necessarily CI) ideals coming from the same shifted
family are much tamer: they always produce J(a), see Proposition 1.12.

Encouraged by numerical experiments with SINGULAR ([2]), in Section 2 we
conjecture a periodic behaviour of the Betti numbers of intersections of toric ideals:
for any A ⊂ N with minA ≫ 0

βi(∩k∈AI(a+ k)) = βi(∩k∈AI(a+ k + (ar − a1))) for all i.

Similar statements are formulated regarding intersections of homogenizations or of
ideals of initial forms, see Conjecture 2.2. We verify these in a few cases.

1. Intersections of toric complete intersections

The following result of Delorme characterizes the semigroups of N whose toric
ideal is CI. It turns out that this is an arithmetic property of the semigroup, it
does not depend on the field K. We therefore call a semigroup H, or a sequence
of positive integers a, a complete intersection if K[H], respectively K[⟨a⟩], has this
property.

Theorem 1.1. (Delorme, [3, Proposition 10])
Let H be a semigroup minimally generated by the sequence of positive integers

a = a1, a2, . . . , ar, and d = gcd(a1, . . . , ar). The semigroup ring K[H] is a complete
intersection if and only if r = 1 or a can be written as a disjoint union

(1) a = k1(bi1 , . . . , bis) ⊔ k2(bis+1 , . . . , bir),
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where k1, k2 > 1 with gcd(k1, k2) = d,

k1/d ∈ ⟨bis+1 , . . . , bir⟩ \ {bis+1 . . . , bir},
k2/d ∈ ⟨bi1 , . . . , bis⟩ \ {bi1 , . . . , bis},

gcd(bi1 , . . . , bis) = gcd(bis+1 , . . . , bir) = 1,

and K[⟨bi1 , . . . , bis⟩] and K[⟨bis+1 , . . . , bir⟩] are complete intersections.

A decomposition as in (1) is called a CI-split. From that we obtain one of the
defining equations of K[H] as follows. We may write

k2/d = λi1bi1 + · · ·+ λisbis ,

k1/d = λis+1bis+1 + · · ·+ λirbir ,

with λi1 , . . . , λir nonnegative integers.
After multiplying these equations with k1 and k2 respectively, we get

k1k2/d = λi1ai1 + · · ·+ λisais = λis+1ais+1 + · · ·+ λirair , hence

f = x
λi1
i1

. . . x
λis
is

− x
λis+1

is+1
. . . x

λir
ir

∈ I(a).(2)

We will work with the shifted family of a = a1 < · · · < ar. Notice that if
k > ar − 2a1, then a1 + k, . . . , ar + k generate the semigroup ⟨a+ k⟩ minimally.

As the next result shows, more information is available about the CI ideals I(a+k)
when k is large enough. We summarize some of the findings of Jayanthan and
Srinivasan in [10] that we will employ.

Lemma 1.2. ([10]) Let a = a1 < · · · < ar with r ≥ 3 and k ≥ (ar − a1)
2 − a1 such

that the sequence a+ k is CI. Then

(1) any CI-split for a+ k as in (1) satisfies
(i) s = 1 or s = r − 1.
(ii) If s = 1, then i1 /∈ {1, r}.
(iii) If s = r − 1, then ir /∈ {1, r}.

(2) a+ k + ℓ(ar − a1) is CI for all ℓ ≥ 0.

Proof. Part (1) reproduces Lemmas 1.2 and 1.3 in [10]. Part (2) may be obtained
by carefully going through the proof of Theorem 2.1 in [10]. �

We use Gröbner bases techniques to derive new information about intersections of
such CI ideals. We refer to [4, Chapter 15], [7] and [5] for the necessary background.

For any polynomial f in S we let in<(f) be its initial term with respect to the
graded reverse lexicographic order, or revlex for short. Also, NF (f |I) denotes the
normal form of f with respect to the reduced revlex Gröbner basis of I. The support
supp(f) is the set of monomials in f . When f is a monomial, by abuse of notation
we let supp(f) = {i : xi|f}.

Here is a first result, inspired by the work in [10].

Theorem 1.3. Consider the sequence a = a1 < · · · < ar and let k ≥ (ar − a1)
2 − a1

such that a+k is CI. Then the reduced Gröbner basis of the ideal I(a+k) computed
with respect to revlex consists of binomials f1, . . . , fr−1 such that f1, . . . , fr−2 are
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homogeneous, their leading terms are pure powers of distinct variables x2, . . . , xr−1,
and fr−1 = xu

1 − xv
r where u > v > 0.

In particular, I(a + k) is minimally generated by its reduced Gröbner basis with
respect to revlex.

Proof. If r < 3, then I(a+k) is a principal ideal and the statement is clear. Assume
r ≥ 3. By Lemma 1.2, we may assume the CI-split

a+ k = (ai1 + k)(1) ⊔ k2(b1, . . . , br−1),

where bj = (aij+1
+ k)/k2, for 1 ≤ j ≤ r − 1, i2 = 1, ir = r, gcd(b1, . . . , br−1) = 1

and ⟨b1, . . . , br−1⟩ is CI.
As in (2), we obtain a first generator for I(a+ k):

f1 = xk2
α1

−m1,

where α1 := i1 /∈ {1, r} and m1 is a monomial in some of the remaining variables
T1 = {xi2 , . . . , xir}. Since r ≥ 3, using Claim 1 in [10, Theorem 2.1] we obtain
k2 = degm1, hence

k2(ai1 + k) =
∑
1≤j≤r

j ̸=i1

λj(aj + k), with
∑
j ̸=i1

λj = k2 > 1.

Clearly, at least two λj’s are nonzero. Denoting w1 = min supp(m1) and w2 =
max supp(m1), we get(∑

j ̸=i1

λj

)
(aw1 + k) < k2(ai1 + k) <

(∑
j ̸=i1

λj

)
(aw2 + k),

min supp(m1) < α1 < max supp(m1) and in<(f1) = xk2
α1
.

We note that a1 + k ≥ (ar − a1)
2 > (ar − a1)

2/k2, hence b1 > (br−1 − b1)
2 and we

may apply the arguments above to the CI-sequence b1, . . . , br−1. This produces a
binomial generator

f2 = xk
′
2

α2
−m2,

with α2 ̸= α1 and m2 a monomial in some of the variables T2 = T1 \ {xα2}. If
|T2| > 1 then f2 is homogeneous,

min supp(m2) < α2 < max supp(m2) and in<(f2) = xk
′
2

α2
.

We continue finding homogeneous relations f3, . . . , fr−2 until the last step when only
the variables x1 and xr are involved:

(3) fr−1 = x
(ar+k)/d
1 − x(a1+k)/d

r ,

where we let d = gcd(a1 + k, ar + k). Since gcd(in<(fi), in<(fj)) = 1 for 1 ≤ i <
j ≤ r− 1, by [5, Proposition 2.15] and the Buchberger criterion ([5, Theorem 2.14])
we conclude that f1, . . . , fr−1 form a Gröbner basis and a minimal generating set
of I(a+ k). By the way the polynomials fi were constructed, they are the reduced
Gröbner basis, as well. �
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Corollary 1.4. If k ≥ (ar−a1)
2−a1 and I(a+k) is CI, then Ī(a+k) and I∗(a+k)

are CI, too, and they are minimally generated by their respective reduced Gröbner
basis with respect to revlex.

Proof. By [5, Proposition 3.15], Ī(a+ k) is generated by the homogenizations of the
polynomials in the revlex Gröbner basis of I(a+k). With notation as in Theorem 1.3,

this only changes fr−1 into f̄r−1 = x
(ar+k)/d
1 −x

(ar−a1)/d
0 x

(a1+k)/d
r . The same argument

as in the proof of Theorem 1.3 can be used to show that G = {f1, . . . , fr−2, f̄r−1} is
the reduced Gröbner basis of Ī(a+ k) with respect to revlex. The ideal Ī(a+ k) is
the toric ideal associated to the semigroup ⟨(0, ar + k), (a1+ k, ar − a1), (a2+ k, ar −
a2), . . . , (ar + k, 0)⟩ ⊆ N2, hence height Ī(a+ k) = r − 1 and Ī(a+ k) is CI.

At the same time, G is a Gröbner basis with respect to the block term order
obtained by using the lexicographic order on the variable x0, revlex on the rest, and
which extends x0 > x1 > · · · > xr. Therefore, by [4, §15.10.3], we get I∗(a + k) =
(f1, . . . , fr−2, f

∗
r−1), and the rest follows from Buchberger’s criterion. �

Definition 1.5. For a sequence of nonnegative integers a = a1, . . . , ar we let

J(a) = (f ∈ I(a) : f is homogeneous) ⊆ S.

It is easy to see that J(a) = J(a+ k) for all k ≥ 0. Also, J(a) is the toric ideal of
the semigroup ⟨(a1, 1), . . . , (ar, 1)⟩ ⊂ Z2, hence J(a) is a prime ideal in S of height
r − 2.

Corollary 1.6. With notation as above, if a+k is CI for some k ≥ (ar −a1)
2−a1,

then J(a) is CI. Moreover, J(a) is minimally generated by its reduced Gröbner basis
with respect to revlex.

Proof. If r < 3 then J(a) = 0 and the statement is clear. Assume r ≥ 3. By Lemma
1.2 we may add to a+k any positive multiple of (ar−a1) and still get a CI sequence.
To simplify notation, we may assume that the given k is arbitrarily large. Using the
notation from Theorem 1.3 we claim that

J(a) = (f1, . . . , fr−2).

Set U = (f1, . . . , fr−2). Arguing as in the proof of Theorem 1.3 we obtain that the
given generators of U are the reduced Gröbner basis with respect to revlex.

Clearly U ⊆ J(a) since fi is homogeneous for 1 ≤ i ≤ r− 2. If U ̸= J(a) we may
pick a polynomial of minimal degree f ∈ J(a) \ U , such that f is part of a minimal
homogeneous generating system for J(a). We may write

f =
r−2∑
i=1

qifi + g,

where qi ∈ S, in<(qifi) ≤ in<(f) for 1 ≤ i ≤ r− 2 and no term of g is in in<(U), see
[5, Theorem 2.11]. Note that the degrees of f and of f1, . . . fr−2 or g do not depend on
k. Also, deg g ≤ deg f . Since f /∈ U we get g ̸= 0. Moreover, in<(g) is not divisible
by in<(fi), for 1 ≤ i ≤ r − 2. Yet f1, . . . , fr−1 is a Gröbner basis for I(a + k) and

f ∈ I(a + k), hence with notation as in (3) we get x
(ar+k)/d
1 = in<(fr−1)| in<(g),
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which for degree reasons is a contradiction to the fact that k ≫ 0. Hence J(a) = U
is a CI ideal. �
Remark 1.7. Vu [15] proves that for any a there exists an N > 0 such that for any
k > N , in the Betti table of I(a + k) the upper rows are the same as in the Betti
table in J(a) and only the lower rows change with k. This is another way to prove
that if a+ k is CI for some k ≫ 0, then J(a) is CI, too. Similarly, for k ≫ 0 by [15,
Theorem 5.7] and [9, Theorem 1.4], the ideals Ī(a+ k) and I∗(a+ k) have the same
Betti table as I(a+ k), hence these are all CI having also the same height.

By inspecting the formula for N introduced in [15, Eq. 1.1] it is easy to see that
N > (ar − a1)

2 − a1.

Theorem 1.3 and its corollaries may be formulated without referring to the shift
k.

Corollary 1.8. If a = a1 < · · · < ar is a CI sequence such that a1 ≥ (ar−a1)
2, then

Ī(a), I(a)∗ and J(a) are also CI. Moreover, the ideals I(a), Ī(a), I(a)∗ and J(a) are
minimally generated by their reduced Gröbner basis with respect to revlex.

We work with intersections of toric ideals coming from the same shifted family.
The following observation is straightforward.

Lemma 1.9. Let k1 ̸= k2 and f = xα − xβ in I(a + k1) ∩ I(a + k2). Then f is
homogeneous.

Proof. We denote ⟨·, ·⟩ the standard scalar product on Rr and |v| =
∑r

i=1 vi for any
v = (v1, . . . , vr) ∈ Rr. Since f ∈ I(a+ k1) ∩ I(a+ k2) we obtain that ⟨α, a+ k1⟩ =
⟨β, a+k1⟩ and ⟨α, a+k2⟩ = ⟨β, a+k2⟩. By subtracting these equations we get that
k1(|α| − |β|) = k2(|α| − |β|), hence |α| = |β| and f is homogeneous. �
Remark 1.10. While the toric ideals I(a + k1) and I(a + k2) are generated by
binomials, this is no longer true for their intersection.

Indeed, if for k1 ̸= k2 the ideal I(a + k1) ∩ I(a + k2) is generated by binomials,
by Lemma 1.9 these are homogeneous, hence J(a) ⊆ I(a + k1) ∩ I(a + k2). The
reverse inclusion always holds, hence J(a) = I(a + k1) ∩ I(a + k2). For 1 ≤ i ≤ 2,
pick fi = mi,1 −mi,2 in I(a+ ki) with mi,1,mi,2 monomials and degmi,1 > degmi,2.
Then f1f2 ∈ J(a), hence its homogeneous component of maximal degree, namely
m1,1m2,1, is also in J(a), which is false since toric ideals do not contain monomials.

Definition 1.11. Let a = a1 < · · · < ar be a sequence of nonnegative integers and
A ⊂ N. We introduce

IA(a) =
∩
k∈A

I(a+ k),

JA(a) =
∩
k∈A

I∗(a+ k),

HA(a) =
∩
k∈A

Ī(a+ k).
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The next result shows that when we intersect infinitely many toric ideals (or the
ideals of their initial forms) in the same shifted family, the result does not the depend
on the family A of shifts.

Proposition 1.12. Assume A is an infinite set of nonnegative integers. Then

IA(a) = JA(a) = J(a),

HA(a) = J(a)S[x0].

Proof. Since J(a) is generated by homogeneous polynomials and J(a) = J(a + k),
we have the inclusions J(a) ⊆ IA(a), J(a) ⊆ JA(a) and J(a)S[x0] ⊆ HA(a). We
settle the reverse inclusions one by one.

Let f ∈ IA(a). If f = 0, we are done. If f ̸= 0, let m = deg f . We may
write f =

∑
α cαx

α =
∑m

i=0(
∑

|α|=i cαx
α), with cα ∈ K. Pick k ∈ A such that

k > max{⟨α, a⟩ : cα ̸= 0}. Since f ∈ I(a+ k) we get

0 =
m∑
i=0

∑
|α|=i

cαt
⟨α,a+k⟩

 =
m∑
i=0

∑
|α|=i

cαt
⟨α,a⟩

 tki.

Letting fi =
∑

|α|=i cαt
⟨α,a⟩ we notice that when i ̸= j the polynomials fit

ki and

fjt
kj have no common monomials. Hence fi = 0 and the ith graded component of

f ,
∑

|α|=i cαx
α ∈ J(a) for all i. This gives f ∈ J(a) and IA(a) = J(a).

Let f ∈ JA(a). Since an intersection of homogeneous ideals is again homogeneous,
we may reduce to the case f =

∑
α cαx

α is homogeneous of degree d. Pick k ∈ A
such that k > max{⟨α, a⟩ : cα ̸= 0}. Then f ∈ I(a + k)∗, hence there exists
g(x) =

∑
β dβx

β in S such that (f + g)∗ = f and f + g ∈ I(a + k). Therefore

|β| > d whenever dβ ̸= 0 and(∑
α

cαt
⟨α,a+k⟩

)
+

∑
β

dβt
⟨β,a+k⟩ = 0,(∑

α

cαt
⟨α,a⟩

)
tkd +

∑
β

dβt
⟨β,a⟩ · tk|β| = 0.

By our choice of k we get that all monomials in the first summand of the previous
equation have degree smaller then (k + 1)d, thus

∑
α cαt

⟨α,a⟩ = 0 and since f is
homogeneous f ∈ J(a), too. Thus JA(a) = J(a).

Let f ∈ HA(a). Arguing as above we reduce to the case when f is homogeneous

of degree d in S[x0]. We may write f(x0,x) =
∑

α cαx
αx

d−|α|
0 . We dehomogenize by

substituting x0 = 1 and we get f(1,x) =
∑

α cαx
α ∈ I(a+ k) for all k in A. Hence

f(1,x) ∈ IA(a) = J(a). The homogeneous components of f(1,x) are in J(a), too.
Hence f ∈ J(a)S[x0]. This shows the desired equality HA(a) = J(a)S[x0]. �

We shall now state the main result of this note.

Theorem 1.13. Let A ⊆ N such that minA ≥ (ar − a1)
2 − a1. If I(a + k) is CI

for all k ∈ A, then IA(a), JA(a) and HA(a) are CI, as well.
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Proof. We first consider the case when A is finite. If |A| = 1, by Corollary 1.4 there
is nothing more to prove. Assume |A| > 1. By Corollary 1.6, for any k ∈ A we have

I(a+ k) = J(a) + (fr−1,k),

where fr−1,k = x
(ar+k)/dk
1 − x

(a1+k)/dk
r and dk = gcd(a1 + k, ar + k). Denote

fA = lcm(fr−1,k : k ∈ A).

We prove that

(4) IA(a) = J(a) + (fA).

The ”⊇” inclusion is obvious. For the other one, let f ∈ IA(a). If f ∈ J(a), we are
done. Assume f /∈ J(a).

For any k ∈ A there exist jk ∈ J(a) and gk ∈ S such that f = jk + gkfr−1,k.
Without loss of generality we may assume gk = NF (gk|J(a)). Indeed, if we let gk =
j′k+NF (gk|J(a)) we may use the decomposition f = (jk+ j′kfr−1,k)+NF (gk|J(a)) ·
fr−1,k.

Let k ̸= ℓ shifts in A. Then f = jk + gkfr−1,k = jℓ + gℓfr−1,ℓ. We claim that
jk = jℓ. If we assume F = gkfr−1,k − gℓfr−1,ℓ is nonzero, then in<(F ) = c ·m1 ·m2

where c ∈ K, m1 is a monomial in supp(gk) ∪ supp(gℓ) and m2 is a monomial in
supp(fr−1,k) ∪ supp(fr−1,ℓ) = {xαk

1 , xαℓ
1 , xβk

r , xβℓ
r }. Since F ∈ J(a), by Corollary 1.6

there exists 1 ≤ i ≤ r− 2 such that in<(fi) = xαi
qi
| in<(F ). Hence in<(fi)|m1 and gk

or gℓ may be reduced modulo J(a), a contradiction. Set j = jk for some (actually
for all) k ∈ A. Since f = j+gk ·fr−1,k, we get fr−1,k|f−j for all k ∈ A and fA|f−j.
Therefore f ∈ J(a) + (fA), which finishes the proof of (4).

Note that fA is regular on the domain S/J(a), and using Corollary 1.6 we conclude
that IA(a) is CI.

The statement about HA(a) is proven along the same lines as above using Corol-
lary 1.4 and the observation, similar to (4), that HA(a) = J(a)S[x0] + (f̄A).

For k in our range, by Corollary 1.4 I(a + k) is generated by a standard basis.
Therefore I∗(a+ k) = J(a) + (f ∗

r−1,k) = J(a) + (xβk
r ), hence JA(a) = I∗(a+ k0) for

some k0 in A.
If the set A of shifts is infinite, by Proposition 1.12 the desired intersections are

IA(a) = JA(a) = J(a) and HA(a) = J(a)S[x0], which are CI by Corollary 1.6. This
completes the proof of the theorem. �

Corollary 1.14. Under the above conditions IA(a)
∗ is CI.

Proof. We first assume A is finite. Denote by ˜ the image under the K-algebra map
π : S → K[x2, . . . , xr] letting π(x1) = 0 and π(xi) = xi for all i > 1. Using the

notation from the proof of Theorem 1.13, equation (4) gives ˜IA+k(a) = J̃(a)+ (f̃A),
where fA is the lcm in S of a finite number of binomials of the form xe1

1 −xer
r with e1 >

er > 1 and gcd(e1, er) = 1. We claim that binomials of this form are irreducible in
S. Indeed, we have an isomorphim of K-algebras K[x1, xr]/(x

e1
1 − xer

r ) ∼= K[ter , te1 ].
The latter is a domain, hence xe1

1 xer
r is irreducible in K[x1, xr] and in K[x1, . . . , xr].

Therefore f̃A = xe
r and f ∗

A = xe
r for some positive integer e.
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Since J(a) is generated by homogeneous binomials, we see that ĨA(a) is generated
by a set of monomials and homogeneous binomials that naturally form a standard
basis G. It is immediate to see that for any g ∈ G there exists f ∈ S such that

f̃ = g and deg f ∗ = deg g∗. By a result of Herzog in [8] (see also [9, Lemma 1.2]
for a formulation which is better suited to our situation) we conclude that the r− 1
generators of IA(a) in (4) are also a standard basis, hence IA+k(a)

∗ is CI.
When A is infinite, by Proposition 1.12 we have IA(a) = J(a), hence IA(a)

∗ =
J(a). Conclusion follows by Corollary 1.6. �

2. Questions and examples

Several periodic features have been noticed for the Betti numbers of the toric ideal
and other ideals attached to large enough shifts of a numerical semigroup, see [15],
[9], [10], [14]. We summarize the most important ones below.

Let a = a1, . . . , ar be an increasing sequence of nonnegative integers.

Theorem 2.1. For all k ≫ 0 and all i one has

(i) (Vu, [15, Theorem 1.1]) βi(I(a+ k)) = βi(I(a+ k + (ar − a1))),
(ii) (Herzog–Stamate, [9, Theorem 1.4]) βi(I(a+ k)) = βi(I(a+ k)∗),
(iii) (Vu, [15, Theorem 5.7]) βi(I(a+ k)) = βi(Ī(a+ k)).

Numerical experiments with SINGULAR ([2]) encourage us to believe that similar
periodicities occur for the Betti numbers of intersections of these ideals, as well.

Conjecture 2.2. With notation as above, if minA ≫ 0 then for all i one has

(i) βi(IA(a)) = βi(IA+(ar−a1)(a)),
(ii) βi(JA(a)) = βi(JA+(ar−a1)(a)),
(iii) βi(IA(a)) = βi(IA(a)

∗) = βi(HA(a)).

Proposition 2.3. In any of the following situations, Conjecture 2.2 holds:

(i) A is infinite,
(ii) I(a+ k) is CI for all k ∈ A and minA ≥ (ar − a1)

2 − a1.

Proof. By Proposition 1.12, this conjecture is verified when A is infinite since all
the intersections that occur are J(a) or its extension in S[x0].

For part (ii): by Lemma 1.2 we have that I(a+ k + (ar − a1)) is again CI for all
k ∈ A. Using Theorem 1.13 we have that the intersections IA(a), JA(a), HA(a),
and IA+(ar−a1)(a), JA+(ar−a1)(a), HA+(ar−a1)(a) are all CI of the same codimension.
This settles (i) , (ii) and one of the equalities in part (iii) of Conjecture 2.2. For the
remaining equation we use Corollary 1.14. �

The main results in Section 1 hold for shifts k ≫ 0. Even though I(a + k) may
be CI for infinitely many k, when we intersect two CI ideals I(a+ k1) and I(a+ k2)
for k1 or k2 not large enough, the result might not be again a CI.

Let a = 0, 6, 15. As noted in [14, Table 1], for k ≥ 25, I(a+ k) is CI if and only if
k is divisible by 5. Still, the ideal I(a+ k) ⊂ K[x, y, z] is a CI for k = 8 and k = 10,
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and a SINGULAR ([2]) computation shows that

I(8, 14, 23) ∩ I(10, 16, 25) = (z2 − x4y, x7 − y4) ∩ (y5 − x3z2, x5 − z2)

= (y5 − x3z2, x9y − x5z2 − x4yz2 + z4, x12 − x5y4 − x7z2 + y4z2)

is not a CI.

It is natural to ask if the CI property may be replaced by Gorenstein in Theorem
1.13 or in Corollary 1.6. We give a negative answer by using Example 2.4 and the
series of remarks that follow it.

Example 2.4. Let a = 0, 1, 2, 3. According to [12, Corollary 6.2] (see also [6, §2]),
the ideal I(a + k) ⊂ S = K[x1, x2, x3, x4] is Gorenstein if and only if k ≡ 2mod 3.
For the rest of the paper set Ik = I(a+ k).

If k = 3ℓ+ 2 for some ℓ > 0, by [11] (or [6])

(5) Ik = (x2
2 − x1x3, x2x3 − x1x4, x

2
3 − x2x4, x

ℓ+1
1 x2 − xℓ+1

4 , xℓ+2
1 − xℓ

4x3),

and thus

(6) J(a) = (x2
2 − x1x3, x2x3 − x1x4, x

2
3 − x2x4).

Remark 2.5. For any k = 3ℓ+ 2 > 2, the ideal Ik ∩ Ik+3 is not Gorenstein.
Using any algorithm for computing the intersection of two ideals (e.g. [5, Propo-

sition 3.5]) one can check that

Ik ∩ Ik+3 = J(a)+( x2ℓ+4
1 x3− xℓ+2

1 x2x
ℓ+1
4 − xℓ+1

1 x2x
ℓ+2
4 + x2ℓ+3

4 ,

x2ℓ+4
1 x2− xℓ+3

1 xℓ+1
4 − xℓ+2

1 xℓ+2
4 + x3x

2ℓ+2
4 ,

x2ℓ+5
1 − xℓ+3

1 x3x
ℓ
4− xℓ+2

1 x3x
ℓ+1
4 + x2x

2ℓ+2
4 ).

As x1 is regular on both S/Ik and S/Ik+3, it is regular on S/(Ik ∩ Ik+3), too. Us-
ing reduction modulo x1, it is enough to show that the ideal (x1, Ik ∩ Ik+3) is not
Gorenstein. Letting R = S/(x1, Ik ∩ Ik+3) we notice that

(7) (x1, Ik ∩ Ik+3) = (x1, x
2
3 − x2x4, x2x3, x

2
2, x

2ℓ+3
4 , x2x

2ℓ+2
4 , x3x

2ℓ+2
4 )

and that the residue classes u = x̂2ℓ+2
4 and v = x̂2x

2ℓ+1
4 are in Soc(R).

We claim that u and v are linearly independent overK, hence the Cohen-Macaulay
type of the Artinian ring R is not one, and R is not a Gorenstein ring. Indeed, if
µu+ λv = 0 for some µ, λ ∈ K, then w := µx2ℓ+2

4 + λx2x
2ℓ+1
4 ∈ (x1, Ik ∩ Ik+3). It is

routine to check that the generators in (7) are also a Gröbner basis with respect to
revlex, thus if µ, λ ̸= 0, then in<(w) divides the leading term of some polynomial in
the Gröbner basis in (7), which gives a contradiction.

Remark 2.6. The ideal J(a) in (6) is not Gorenstein.
Indeed, as x1 is regular on the domain S/J(a) and a routine check shows

(x1, J(a)) : (x4) = (x1, x
2
2, x2x3, x

2
3 − x2x4) : (x4) = (x1, x

2
2, x2x3, x

2
3 − x2x4),

we get that {x1, x4} is a regular sequence on S/J(a). The type of S/J(a) equals
dimK Soc(S/(x1, x4, J(a))) = dimK Soc(S/(x1, x4, x

2
2, x2x3, x

2
3)) = 2, hence S/J(a)

is not a Gorenstein ring.
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Remark 2.7. According to [13, Corollary 2.4] (or the proof of [9, Proposition 2.5]),
the generators in (5) are also a standard basis for Ik, hence

I∗k = J(a) + (xℓ+1
4 , xℓ

4x3).

Clearly I∗k ⊃ I∗k+3, and using [9, Proposition 2.5] both are Gorenstein ideals because
Ik and Ik+3 are so. Thus I

∗
k ∩ I∗k+3 = I∗k+3 is a Gorenstein ideal, and this shows that

in general

βi(Ik ∩ Ik+3) ̸= βi(I
∗
k ∩ I∗k+3).

Hence Conjecture 2.2(iii) can not be improved by adding the equality βi(IA(a)) =
βi(JA(a)), which is nevertheless true when |A| = 1, cf. Theorem 2.1(ii).
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